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Abstract—This article considers the distributed resilient coop-
erative control for photovoltaic generators (PVs) suffered from
two types of denial-of-service (DoS) attack, where the global DoS
attack jams all the communication channels and the distributed
one jams each of the channels independently. The proposed con-
trol method realizes the fair utilization of all PVs, and restore the
active power flow across certain transmission line and the voltage
of the critical bus to their reference values. The self-triggered
mechanism is introduced to ensure the control performance
under the DoS attack and reduce the data flow in the com-
munication network simultaneously. In addition, the parameter
selection guidance for the resilient control method with fluc-
tuation range, triggering frequency, and stabilization time is
provided. The effectiveness of the theoretical result is verified
by simulation.

Index Terms—Denial-of-service (DoS) attack, distributed
resilient control, distribution network, multiple photovoltaic
generators (PVs), self-triggered mechanism.

I. INTRODUCTION

DUE TO the growing concern about fossil energy deple-
tion, carbon emission, and climate change, the current

power system based on fossil fuels burning is facing a dra-
matic revolution. The renewable energy source (RES) with
the low environmental cost, renewability, and world-wide dis-
tribution characteristics has been integrated into power system
gradually [1]–[3]. Because of the potential availability, good
visibility, and safe usage, the highest utilization rate among
the RES is solar energy, which can be converted to electric
energy by photovoltaic generators (PVs) [2]. However, the
extensive integration of PVs has a negative impacts on dis-
tribution network, such as grid pollution, transient stability
issues, and even voltage collapse [4], which makes it desirable
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to develop the appropriate control method for the power output
of PVs.

The existing PVs control methods can be divided into the
centralized, decentralized, and distributed modes. The central-
ized control requires the system-wide information acquisition
and transmission, while the decentralized control is difficult
to achieve the appropriate operating point of PVs [5]. These
weaknesses make the centralized and decentralized controls
unsuitable for numerous and geographically dispersed PV. To
remedy these weaknesses, the distributed control is introduced
due to its flexibility, robustness, and local communication
features [6]–[11]. In the distributed control mode, each PV
receives the information of neighboring PVs to update its own
configured control policy to fulfill certain global control task.

The information transmission in PVs distributed control is
physically realized by the digital communication technology,
which means that the scheduled transmission rate can not be
arbitrarily large. The periodic sampling scheme is compatible
with digital communication technology. However, this scheme
may generate the high data flows in communication networks
since the sampling rate is calculated and selected in the worst
case. This drawback will result in detrimental consequences,
such as high costs, traffic congestion, and limits on critical
monitoring and protection functions [12], [13]. The triggering
mechanism is identified as an effective solution to this problem
due to its demand-transmission character [14]–[16]. The event-
triggered distributed control for PVs is studied in [17] under
the perfect secure network environment, where the commu-
nication burdens are sharply reduced since the information
transmission is activated only when the predefined triggering
condition is satisfied.

It should be mentioned that the extensive utilization of
information technology makes the adversary more perme-
able, and causes the communication network more vulnerable
to cyber-attack. Because of the devastating effects of cyber-
attack on information transmission, the network-based control
performance may be degraded and even be led to failure [18].
Moreover, the distributed control mode is more susceptible to
cyber-attack since a centralized supervisory node which can
monitor the whole system activity is absent [19]. Typically,
denial-of-service (DoS) attack, which has been listed as one
of the most financially expensive security threats [18], [20],
refers to destroy the information availability by preventing the
delivery of control and measurement data packets. The DoS
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attack should be considered as a major concern in control
system because it is easy to be conducted by the adversary
who has limited knowledge on the system, and it is desirable
to consider the resilient control approach for power system to
resist the negative effects of the DoS attack. In [21] and [22],
the resilient H∞ load frequency control for multiarea power
systems is proposed considering the DoS attack. The dis-
tributed resilient control framework is investigated in [23]
to address the secondary frequency regulation problem of
multiple heterogeneous battery energy storage systems sub-
ject to the DoS attack. Recently, the security control method
for power system under cyber-threat including the DoS attack
is summarized in [24]. However, little research work has con-
sidered the topic about multiple PVs resilient control based
on the triggering mechanism, which motivates the current
study.

This article focuses on the development of distributed
resilient control of multiple PVs in the distribution network
under the DoS attack, where the triggering mechanism is con-
sidered simultaneously. It aims to restore the active power flow
of certain transmission line and the voltage of a critical bus to
their reference values, and realize the fair utilization of all PVs.
The control task can be fulfilled overcoming the DoS attack
influence and limitation of a communication resource. The
main contributions of this article are summarized as follows.

1) The distributed self-triggered mechanism is introduced
in the resilient control algorithm to realize the discrete
on-demand transmission of information, and the trigger-
ing time instants of each PV can be adjusted adaptively
according to the occurrence of the DoS attack. The
proposed self-triggered mechanism ensures the control
performance under cyber-attack and reduces the data
flow in communication network simultaneously.

2) The fluctuation range, triggering frequency, and stabi-
lization time are relative with the parameters in the
control algorithm by explicit mathematics formulation,
which provides the parameter selection guidance in prac-
tical engineering. Moreover, the effects of the DoS attack
on stabilization time and triggering frequency are char-
acterized theoretically. It is shown that the stabilization
time and triggering frequency will be increased to resist
the serious DoS attack with long duration and high
frequency.

3) The effectiveness of proposed resilient control algo-
rithms can be guaranteed under two types of the DoS
attack, where the global DoS attack blocks all the
communication channels between PVs, and the dis-
tributed one jams the certain communication channel
independent of other ones.

The remainder of this article is organized as follows.
Section II presents the system model, control objective, and
DoS attack strategy. Section III proposes the update law of
desired utilization ratio. The resilient self-triggered control
strategy for PV are constructed in Sections IV and V, where
the cases of global and distributed DoS attack are analyzed,
respectively. The effectiveness of theory is verified by simula-
tion in Section VI, and Section VII states the conclusion and
future work.

II. PROBLEM FORMULATION

A. System Model

Consider the distribution network with n three-phase
inverter-based PVs. According to the utilization of decoupled
d-q control method based on phase-locked loops, the output
power of PV i(i = 1, . . . , n) can be represented as follows [7]:

Pi = UiIdi, Qi = −UiIqi (1)

where Pi and Qi are the active and reactive output power, Ui

is the magnitude of terminal voltage, Idi and Iqi are the output
currents in the d-axis and q-axis, respectively.

Mentioned that the active and reactive output power Pi and
Qi of all PVs satisfy the power flow equation of distribution
network as in [7]

g(P1, . . . , Pn, Q1, . . . , Qn, χ, X) = 0 (2)

where χ is a vector of an appropriate dimension which denotes
all the internal network state variables, including dynamics of
the PVs, loads, and synchronized generators, and X is a vector
including some algebraic variables in the distribution network,
such as the voltages of buses and so on.

The reference values Iref
di and Iref

qi of the d-axis and q-axis
output currents of PV i are regulated as

d

dt
Iref
di = udi,

d

dt
Iref
qi = uqi (3)

where udi and uqi are the control inputs to be designed. Since
the inner dynamics of PV are much faster than those of output
power, the inner dynamics of the PVs can be ignored at the
level of output power control. This implies that Idi = Iref

di
and Iqi = Iref

qi . As a consequence, the dynamical model of
distribution network is obtained based on (1)–(3) as

d

dt
Pi = U′

i

Ui
Pi + Uiudi (4)

d

dt
Qi = U′

i

Ui
Qi − Uiuqi (5)

g(P1, . . . , Pn, Q1, . . . , Qn, χ, X) = 0 (6)

where U′
i is the derivative of Ui with respect to time t.

B. Control Objectives and Framework

When the disturbances such as load and sunlight fluctuations
occur in the distribution network containing a large number
of PVs, some important indicators, such as active power flow,
voltage, and utilization ratio of PVs, will deviate from their
specific values, and this will further damage the economic and
steady operation of the power system. Under this situation,
the control inputs udi and uqi in (4)–(6) for PV i(i = 1, . . . , n)

should be constructed to accomplish the following two control
objectives.

Objective 1: Restore the active power flow and voltage.
Denote the active power flow across certain transmission line
and the voltage of a critical bus as Ptran(·) and Vc(·), respec-
tively, where Ptran(·) and Vc(·) are the functions of output
power of PVs. Design the control laws udi and uqi such that

∣
∣
∣Ptran(·) − Pref

∣
∣
∣ ≤ εP,

∣
∣
∣Vc(·) − V ref

∣
∣
∣ ≤ εV (7)
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where Pref and V ref are the reference values of active power
and voltage, respectively, and the positive constants εP and εV

denote the allowable fluctuation ranges.
Objective 2: Realize the fair utilization of all PVs. Denote

the active and reactive power utilization ratio of PV i as αP
i =

(Pi/Pi,max) and α
Q
i = (Qi/Qi,max), respectively, where Pi,max

and Qi,max are the instantaneous maximum capacity of Pi and
Qi. Design the control laws udi and uqi such that
∣
∣
∣α

P
i − αP

j

∣
∣
∣ ≤ εpr,

∣
∣
∣α

Q
i − α

Q
j

∣
∣
∣ ≤ εqr, ∀i, j ∈ 1, . . . , n (8)

where the positive constants εpr and εqr are the allowable
fluctuation ranges.

Remark 1: Control objective 1 guarantees that the active
power consumed by loads in a concerned area or feeder
remains unchanged, and the reactive power is controlled to
support the voltage of some critical bus. It aims to coordi-
nate the PVs group with the overall power grid [7]. Control
objective 2 makes all PVs in a designated group to operate
at almost the same active and reactive power output ratios to
ensure their fair utilization, where the economic and regulatory
policies are considered [17].

In the proposed control framework, the detection unit mea-
sures the active power flow Ptran(·) and the voltage Vc(·). By
comparing Ptran(·) and Vc(·) with their reference values Pref

and V ref, the desired active and reactive power utilization ratios
αP

0 and α
Q
0 are computed and transmitted to some PVs through

communication network. Each PV executes the proposed con-
trol udi and uqi to drive its own utilization ratios αP

i and α
Q
i

to the desired ones αP
0 and α

Q
0 in order to achieve control

objectives 1 and 2. The implementation of control laws udi

and uqi only requires the local information transmitted from
the neighbors of PV i to conform the distributed configuration.

The communication network represented by an undirected
connected graph G = {V, E} is introduced for information
transmission in the above control framework. The node set
V = {1, . . . , n} contains all the n PVs in distribution network.
E = {(i, j), if i → j} ⊆ V×V is the edge set where the symbol
i → j means that PV i can transmit its own information to PV j
directly through the communication network. The neighbor set
of PV i is defined as Ni = {j ∈ V : (j, i) ∈ E}, and it contains
all the PVs which can transmit the information to PV i. The
adjacency matrix of graph G is denoted as A = {aij} ∈ Rn×n,
where aij = 1 if (i, j) ∈ E , otherwise aij = 0. Define the
Laplacian matrix of graph G as L = diag{d1, . . . , dn} − A
where di =∑n

j=1 aij, and let the graph Ā = diag{a10, . . . , an0}
where ai0 = 1 if PV i can receive the information of desired
utilization ratios from detection unit and ai0 = 0 otherwise. It
is assumed that at least one of ai0 is equal to 1 for all i. Based
on the theory in [25] and [26], the matrices L and L + Ā are
semi-positive and positive definite, respectively.

C. DoS Attack Strategy

In a practical distribution system, the communication
network is threatened by adversary in the DoS attack, which
jams the communication channels to prevent the PVs from
sending/receiving data hostilely [27]. The DoS attack breaks

the data availability, and further leads to the failure of distribu-
tion network stable operation. The following two types of the
DoS attack distinguished by the attack scope are considered
in this article.

1) Global DoS Attack: The global DoS attack blocks
the information transmission at all communication channels,
which is representative of communication networks operating
through a single access point in the “infrastructure” mode.
Denote Ak = [hk, hk + τk) as the kth (k ∈ Z≥0) global DoS
attack time interval, where hk and τk are the starting time
instant and duration of the kth attack, respectively. The set
of times under global DoS attack in time interval [τ, t] with
t > τ ≥ 0 can be defined as A(τ, t) = ⋃

k∈Z≥0
Ak ∩ [τ, t],

and the set of times without attack is H(τ, t) = [τ, t]\A(τ, t),
where the symbol \ denotes the relative complement. For any
time interval [τ, t], all of the information transmissions in
communication network are prevented in A(τ, t), otherwise
in H(τ, t).

Assumption 1: There exists constants η > 0 and Tf > 0
such that n(τ, t) ≤ η + (t − τ/Tf ), where n(τ, t) denotes the
number of global DoS attack off/on transitions in time interval
[τ, t].

Assumption 2: There exists constants κ > 0 and Td > 1
such that |A(τ, t)| ≤ κ + (t − τ/Td), where |A(τ, t)| denotes
the duration of global DoS attack in time interval [τ, t].

2) Distributed DoS Attack: The distributed DoS attack
blocks the information transmission at certain communica-
tion channel independent of other ones, which is representative
of communication networks operating in the “ad-hoc” mode.
For edge (i, j) ∈ E in communication network G, the set of
times under distributed DoS attack in time interval [τ, t] with
t > τ ≥ 0 is Aij(τ, t) = ⋃

k∈Z≥0
Aij

k ∩ [τ, t], and the set
of times without attack is Hij(τ, t) = [τ, t]\Aij(τ, t), where
Aij

k = [hij
k , hij

k + τ
ij
k ) denotes the kth (k ∈ Z≥0) distributed

DoS attack time interval on edge (i, j) with the starting time
instant hij

k and duration τ
ij
k . For any time interval [τ, t], the

information transmission between PV i and PV j is prevented
in Aij(τ, t), otherwise in Hij(τ, t). It should be mentioned that
the distributed DoS attack on communication channel (i, j)
does not affect the other channels in E .

Assumption 3: There exists constants ηij > 0 and Tij
f > 0,

such that nij(τ, t) ≤ ηij + (t − τ/Tij
f ), where nij(τ, t) denotes

the number of distributed DoS attack off/on transitions on edge
(i, j) in time interval [τ, t].

Assumption 4: There exists constants κ ij > 0 and Tij
d >

1, such that |Aij(τ, t)| ≤ κ ij + (t − τ/Tij
d ), where |Aij(τ, t)|

denotes the duration of the distributed DoS attack on edge
(i, j) in time interval [τ, t].

Remark 2: The launch of the DoS attack needs to con-
sume the resource and energy to inject the interfering radio
signals into the communication network [28]. However, the
available resource and energy for adversary are extremely
restricted in a practical system. Moreover, the attack chance
is decreased in general since there exists various provisions
to mitigate the DoS attack in practical application, such as
spreading techniques and high-pass filtering. As a result, the
frequency and duration of the DoS attack are usually limited.
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Assumptions 1 and 3 show the attack frequency limitation,
while Assumptions 2 and 4 represent the duration limitation.
These limitations are common for the DoS attack research and
more details can be seen in [27] and [29]. The considered pat-
tern of the DoS attack can capture many different scenarios,
such as periodic, stochastic distribution, and protocol-aware
jamming attack [30].

In the next sections, the distributed resilient cooperative con-
trol for multiple PVs will be constructed to achieve control
objectives 1 and 2 under the above two types of the DoS attack.
Furthermore, the self-triggered mechanism is introduced to
ensure the control performance in spite of communication
resource limitations.

III. CONTROL FOR DESIRED UTILIZATION RATIO

The following control laws (9) and (10) are constructed to
update the desired active and reactive power utilization ratio
αP

0 and α
Q
0 for l = 0, 1, 2, . . . , respectively

αP
0 ((l + 1)T) = αP

0 (lT) − K1

(

Ptran(lT) − Pref
)

(9)

α
Q
0 ((l + 1)T) = α

Q
0 (lT) − K2

(

Vc(lT) − V ref
)

(10)

where T is the update period, and the parameters K1 and K2
are positive constants.

The control law (9) and (10) is configured at the detection
unit in the proposed control framework shown in Section II-B.
The detection unit computes the desired utilization ratios
αP

0 ((l + 1)T) and α
Q
0 ((l + 1)T) at time lT , and sets αP

0 (t) =
αP

0 ((l + 1)T) and α
Q
0 (t) = α

Q
0 ((l + 1)T) for t ∈ [lT, (l + 1)T).

The implementation of (9) and (10) does not rely on communi-
cation network G, which indicates that the control performance
of (9) and (10) is not affected by the DoS attack.

It can be seen from (9) that the desired active power uti-
lization ratio αP

0 increases when the active power flow Ptran(·)
is less than the reference value Pref, and vice versa, and the
similar phenomenon occurs for the reactive one α

Q
0 . This

implies the responsiveness of desired utilization ratios to the
requirement of control objective 1.

Set the control laws udi and uqi in the following forms:

udi(t) = Pi,max

Ui(t)
uP

i (t) − U′
i(t)Pi(t)

Ui(t)2
(11)

uqi(t) = −Qi,max

Ui(t)
uQ

i (t) + U′
i(t)Qi(t)

Ui(t)2
(12)

where uP
i (t) and uQ

i (t) will be designed later.
According to (9)–(12), the dynamical model (4)–(6) can

be converted into the ordinary differential system (13)–(16)
around the equilibrium by using implicit function theorem for
the power flow (6)

d

dt
αP

i (t) = uP
i (t) (13)

d

dt
α

Q
i (t) = uQ

i (t) (14)

αP
0 ((l + 1)T) = αP

0 (lT) − K1

(

ϕ1

(

αP
1 (lT), . . . , αP

n (lT)

α
Q
1 (lT), . . . , αQ

n (lT)
)

− Pref
)

(15)

α
Q
0 ((l + 1)T) = α

Q
0 (lT) − K2

(

ϕ2

(

αP
1 (lT), . . . , αP

n (lT)

α
Q
1 (lT), . . . , αQ

n (lT)
)

− V ref
)

(16)

where the functions ϕ1(α
P
1 (lT), . . . , α

Q
n (lT)) = Ptran(lT) and

ϕ2(α
P
1 (lT), . . . , α

Q
n (lT)) = Vc(lT). This demonstrates that

the differential-algebraic system (4)–(6) under (9)–(12) is
equivalent to the ordinary differential system (13)–(16) in a
neighborhood of the equilibrium. In other word, the power
flow (6) still holds under control law (9)–(12) around the equi-
librium. In what follows, the distributed resilient control law
for PVs will be designed for system (13)–(16), which is still
effective for system (4)–(6) under small disturbance [17].

The following property about ϕ1 and ϕ2 is satisfied usually
for distribution network [5].

Property 1: The function ϕ1 satisfies (∂ϕ1/∂αP
i ) > 0 and

|(∂ϕ1/∂αP
i )| � |(∂ϕ1/∂α

Q
i )|, while the function ϕ2 satisfies

(∂ϕ2/∂α
Q
i ) > 0 and |(∂ϕ2/∂α

Q
i )| � |(∂ϕ2/∂αP

i )|.

IV. RESILIENT CONTROL FOR PVS UNDER

GLOBAL DOS ATTACK

This section constructs the distributed resilient control
inputs uP

i and uQ
i in (11) and (12) to achieve control objec-

tives 1 and 2 under the global DoS attack. Moreover, the
self-triggered mechanism is introduced to reduce the commu-
nication burdens. Denoting the triggering time instants corre-
sponding to control laws uP

i and uQ
i as the monotone increasing

sequence {ti0, ti1, . . . , tik, . . .} and {τ i
0, τ

i
2, . . . , τ

i
m, . . .}, respec-

tively, these control inputs are designed as follows:

uP
i (t) =

{

βP · signεP

(

f P
i (tik)

)

, if t ∈ [tik, tik+1

) ∧ tik ∈ H(0, t)
0, if t ∈ [tik, tik+1

) ∧ tik ∈ A(0, t)
(17)

uQ
i (t) =

{

βQ · signεQ

(

f Q
i

(

τ i
m

))

, if t ∈ [τ i
m, τ i

m+1

) ∧ τ i
m ∈ H(0, t)

0, if t ∈ [τ i
m, τ i

m+1

) ∧ τ i
m ∈ A(0, t)

(18)

where βP, βQ, εP, and εQ are positive constants, the functions
f P
i (t) and f Q

i (t) are defined as (19) and (20) for t ∈ [lT, (l +
1)T)

f P
i (t) =

∑

j∈Ni

aij

(

αP
j (t) − αP

i (t)
)

+ ai0
(

αP
0 ((l + 1)T) − αP

i (t)
)

(19)

f Q
i (t) =

∑

j∈Ni

aij

(

α
Q
j (t) − α

Q
i (t)

)

+ ai0

(

α
Q
0 ((l + 1)T) − α

Q
i (t)

)

(20)

and

signε(x) =
{

sign(x), if |x| ≥ ε

0, otherwise.

The triggering time instants are determined by the following
distributed self-triggered mechanism:

tik+1 = tik +

⎧

⎪⎪⎨

⎪⎪⎩

max

{

εP
2βP(2|Ni|+ai0)

,
|f P

i (tik)|
2βP(2|Ni|+ai0)

}

if tik ∈ H(0, t)
εP

2βP(2|Ni|+ai0)
, if tik ∈ A(0, t)

(21)
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τ i
m+1 = τ i

m +

⎧

⎪⎪⎨

⎪⎪⎩

max

{

εQ
2βQ(2|Ni|+ai0)

,
|f Q

i (τ i
m)|

2βQ(2|Ni|+ai0)

}

if τ i
m ∈ H(0, t)

εQ
2βQ(2|Ni|+ai0)

, if τ i
m ∈ A(0, t).

(22)

The dynamical scenario of resilient control strat-
egy (17)–(22) can be depicted as follows. At the triggering
time instant tik, PV i requests the information of active power
utilization ratio αP

j (tik) from its neighboring PVs in Ni and
the desired ratio αP

0 (tik) from the detection unit if ai0 = 1,
and then uses these information to update the control law uP

i
according to (17) to modulate its own active power output.
Meanwhile, the corresponding self-triggered mechanism (21)
calculates the triggering time instant tik+1 considering the
issue of the global DoS attack. If tik is detected to be located
in the attack time interval A(0, t), the information acquisition
launched by PV i fails and the control input uP

i is set as 0
shown in (17) to remain the active power output of PV i
unchanged. Meanwhile, the next triggering time instant is
determined as tik+1 = tik + (εP/[2βP(2|Ni| + ai0)]) by the
self-triggered mechanism (21), which implies that PV i will
attempt to acquire the neighbors’ information again after the
waiting time (εP/[2βP(2|Ni| + ai0)]). The similar character
exists for the reactive power control strategy.

Remark 3: Each PV only requests its neighbors’
information at its own triggering time instants in the
proposed control strategy (17)–(22), which makes the control
strategy appropriate for distribution network with communi-
cation resource limitation since the communication burdens
can be reduced. Mentioned that the self-triggered mechanism
has advantages over periodic sampling mechanism where the
fixed sampling period is selected conservatively under the
worst case to cause the wasting of communication resource.
On the other hand, since the precomputation operation of
triggering time instant is implemented in a discrete-time
manner in the proposed self-triggered mechanism, the
continuous state monitoring and detection, which are nec-
essary for the event-triggered mechanism, can be avoided.
Moreover, (21) and (22) demonstrate that the intertrigger
time intervals satisfy tik+1 − tik ≥ (εP/[2βP(2|Ni| + ai0)])
and τ i

m+1 − τ i
m ≥ (εQ/[2βQ(2|Ni| + ai0)]) for i ∈ V , which

excludes the Zeno behavior.
Lemma 1: Set the parameters βP, βQ, εP, and εQ in (17)–(22)

as (1/Td) + (εP/4βPTf ) < 1 and (1/Td) + (εQ/4βQTf ) < 1.
In each time interval [lT, (l + 1)T), using the distributed
resilient control (17) and (18) with the self-triggered mech-
anism (21) and (22) yields limt→(lT+TP) αP

i (t) = ᾱP
i,l and

limt→(lT+TQ) α
Q
i (t) = ᾱ

Q
i,l if T > max{TP, TQ} where

ᾱP
i,l and ᾱ

Q
i,l are some constants. Moreover, the tracking

errors |ᾱP
i,l − αP

0 ((l + 1)T)| ≤ ((n/[λmin(L + Ā)2]))(1/2)εP and

|ᾱQ
i,l − α

Q
0 ((l + 1)T)| ≤ ((n/λmin(L + Ā)2))(1/2)εQ, and the

settling time

TP = 2n(2dmax + 1)λmax(L + Ā)

⎛

⎝
1

2βPεP(2dmax + 1)

+ 1

4βPεPdmin
+ κ + (1 + η) εP

4βP
(

1 − 1
Td

− εP
4βPTf

)

ε2
P

⎞

⎠ (23)

TQ = 2n(2dmax + 1)λmax(L + Ā)

⎛

⎝
1

2βQεQ(2dmax + 1)

+ 1

4βQεQdmin
+

κ + (1 + η)
εQ

4βQ
(

1 − 1
Td

− εQ
4βQTf

)

ε2
Q

⎞

⎠ (24)

where dmax = {maxi{di}, dmin = mini{di}, λmax(·) and
λmin(·) denote the largest and smallest eigenvalues of matrix,
respectively.

Proof: Defining the variable eP
i (t) = αP

i (t) − αP
0 ((l + 1)T)

for t ∈ [lT, (l + 1)T), it yields the closed-loop system
(d/dt)eP

i (t) = (d/dt)αP
i (t) = uP

i (t) where uP
i (t) is given

in (17). Without loss of generality, the following proof con-
siders the system dynamic in time interval [lT, (l + 1)T) with
l = 0. Let the vector eP(t) = (eP

1 (t), . . . , eP
n (t))T, and construct

the candidate Lyapunov function

V1 = 1

2

(

eP)T(L + Ā
)

eP.

The derivation of V1 with respect to time along the solution
of the closed-loop system for t ∈ [tik, tik+1) is

d

dt
V1 = −

∑

i

uP
i (t)f P

i (t)

= −βP

∑

i∈S1∩S2

signεP

(

f P
i

(

tik
))

f P
i (t) (25)

where ((L + Ā)eP)i = ∑

j lijeP
j (t) + ai0eP

i (t) = ∑

j lijαP
j (t) +

ai0(α
P
i (t) − αP

0 ((l + 1)T)) = −f P
i (t) is used and the

sets are defined as S1 = {i : tik ∈ H(0, t)} and
S2 = {i : |f P

i (tik)| ≥ εP}.
Since |αP

i (t)−αP
i (tik)| ≤ ∫ t

tik
|uP

i (s)|ds ≤ βP(t− tik) according
to (13) and (17) for i ∈ V , it has that

f P
i (t) ≥ f P

i

(

tik
)− βP(2|Ni| + ai0)

(

t − tik
)

(26)

f P
i (t) ≤ f P

i

(

tik
)+ βP(2|Ni| + ai0)

(

t − tik
)

. (27)

Combing (21), (26), and (27) yields f P
i (t) ≥ ([f P

i (tik)]/2) if
f P
i (tik) ≥ εP, and f P

i (t) ≤ ([f P
i (tik)]/2) if f P

i (tik) ≤ −εP for t ∈
[tik, tik+1). This demonstrates that signεP

(f P
i (tik)) = sign(f P

i (t))
and |f P

i (t)| ≥ ([f P
i (tik)]/2) when |f P

i (tik)| ≥ εP. Based on (25),
we have

d

dt
V1 = −βP

∑

i∈S1∩S2

∣
∣f P

i (t)
∣
∣ ≤ −βP

2

∑

i∈S1∩S2

∣
∣f P

i

(

tik
)∣
∣

≤ −βP

2

∑

i∈S1∩S2

εP. (28)

Formula (28) implies that there exists a fixed time instant
t∗P such that S1 ∩ S2 = ∅ for t > t∗P. Otherwise, there
would be an infinite number of time intervals whose length
is lower bounded by the constant mini(εP/[2βP(2|Ni| + ai0)])
and on which (d/dt)V1 ≤ −(βPεP/2), and this contradicts
the positive definiteness of function V1. The above result
S1 ∩S2 = ∅ illustrates uP

i (t) = 0 and αP
i (t) = ᾱP

i,l for all i ∈ V
and t > t∗P.

Consider the time intervals Ā(τ, t) = ∪k∈Z≥0(Āk ∩
[τ, t]) and H̄(τ, t) = [τ, t]\Ā(τ, t) where Āk =
[hk, hk + τk + (εP/4βP)). The length of interval H̄(τ, t)
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satisfies
∣
∣H̄(τ, t)

∣
∣

= t − τ − ∣∣Ā(τ, t)
∣
∣

≥ t − τ −
(

|A(τ, t)| + (n(τ, t) + 1)
εP

4βP

)

≥
(

1 −
(

1

Td
+ εP

4βPTf

))

(t − τ) −
(

κ + (η + 1)
εP

4βP

)

(29)

where Assumptions 1 and 2 are used. Since (1/Td) +
(εP/4βPTf ) < 1, it can be seen from (29) that there exists
t > τ such that |H̄(τ, t)| > 0 for any time instant τ . Setting
τ as t∗P, it implies that there exists some time instant t∗∗

P
such that each of the PVs acquires its neighbors’ information
successfully at least one time in the interval [t∗P, t∗∗

P ) since
|H̄(t∗P, t∗∗

P )| > 0. This together with the result uP
i (t) = 0

(∀i ∈ V , t > t∗P) yields that |f P
i (t)| < εP for each i ∈ V

and t > t∗P. Therefore, we have ‖eP(t)‖2 · λmin(L + Ā)2 ≤
‖(L + Ā)eP(t)‖2 =∑i(f

P
i (t))2 ≤ n(εP)2 for t > t∗P, which fur-

ther indicates the tracking error satisfies |ᾱP
i,l −αP

0 ((l+1)T)| ≤
(n/[λmin(L + Ā)2])(1/2)εP.

The settling time TP is estimated as follows. Supposing
uP

i (t̃) = 0 at the time instant t̃ for all i ∈ V and the equilib-
rium point is not reached, all of the PVs will attempt to request
the neighboring information in the time interval T1 = [t̃, t̃ +
(εP/4βPdmin)]. If uP

i (t) = 0 for t ∈ T1 and all i ∈ V , we have
that the information acquisition of at least one PV is unsuc-
cessful caused by the DoS attack in T1. Otherwise, the equi-
librium point is reached at t̃ which makes the contradiction.
This further indicates that each of the PVs acquires its neigh-
bors’ information successfully at least one time in the time
interval T2 = [t̃, t̃+(εP/4βPdmin)+([κ+(η+1)(εP/4βP)]/[1−
((1/Td) + (εP/4βPTf ))])] according to (29). This implies that
uP

i �= 0 for at least one PV i before |T2| units of time have
elapsed. Moreover, based on (21) and (28), we can get that
the function V1 decreases at least (ε2

P/[4(2dmax + 1)]) for
at least (εP/[2βP(2dmax + 1)]) units of time if uP

i �= 0 for
some PV i. As a consequence, the function V1 decreases at
least (ε2

P/[4(2dmax + 1)]) every |T2| + (εP/[2βP(2dmax + 1)])
units of time before the equilibrium point is reached,
which further implies the settling time TP ≤ (|T2| +
(εP/[2βP(2dmax + 1)]))([V1(0)]/[(ε2

P/[4(2dmax + 1)])]) since
V1(t) ≥ 0. And then (23) can be obtained in the most con-
servative case since V1(0) ≤ (n/2)λmax(L + Ā). The result
about reactive power utilization ratio control can be proved
by similar analysis mentioned above.

Lemma 1 shows that the proposed control law (17) and (18)
drives αP

i (t) (resp. α
Q
i (t)) to the constant ᾱP

i,l (resp. ᾱ
Q
i,l) in

finite time TP (resp. TQ) with the initial value αP
i (lT) (resp.

α
Q
i (lT)), and then αP

i (t) (resp. α
Q
i (t)) remains constant for

t ∈ [lT +TP, (l+1)T) (resp. t ∈ [lT +TQ, (l+1)T)). The set-
tling times TP and TQ corresponding to each time interval
[lT, (l + 1)T) are constant, and the tracking errors can be
obtained in each time interval [lT, (l + 1)T) with the con-
stant settling times and the initial values at time lT . This
shows that |αP

i (t)−αP
0 ((l+1)T)| ≤ (n/[λmin(L + Ā)2])(1/2)εP

and |αQ
i (t) − α

Q
0 ((l + 1)T)| ≤ (n/[λmin(L + Ā)2])(1/2)εQ for

t ∈ [lT + max{TP, TQ}, (l + 1)T) with each l. And it further

illustrates the active and reactive power utilization ratios of
each PV i can be driven into an arbitrarily small neighbor-
hood of the corresponding desired ratios with the acceptable
fluctuation ranges in each time interval [lT, (l + 1)T) even
under the global DoS attack, which is the foundation of main
result given in the following theorem.

Theorem 1: Considering the case of the global DoS attack,
control objectives 1 and 2 can be achieved under the desired
utilization ratio control (9) and (10) and the distributed
resilient self-triggered control (11) and (12) with (17)–(22)
by setting the parameters as those in Lemma 1. Moreover, the
fluctuation ranges in (7) and (8) satisfy

εP =
(

n

λmin
(

L + Ā
)2

) 1
2
(

4εP

K1
(

2 − K1
∑

i M1,i
)

+ 2εQ
√∑

i M2,i
√

K1K2(
∑

i M1,i)(2 − K1
∑

i M1,i)(2 − K2
∑

i M2,i)

)

εV =
(

n

λmin
(

L + Ā
)2

) 1
2
(

4εQ

K2
(

2 − K2
∑

i M2,i
)

+ 2εP
√∑

i M1,i
√

K1K2(
∑

i M2,i)(2 − K1
∑

i M1,i)(2 − K2
∑

i M2,i)

)

εpr = 2εP(
n

λmin(L + Ā)2
)

1
2

and

εqr = 2εQ

(

n

λmin
(

L + Ā
)2

) 1
2

with some positive constants M1,i and M2,i.
Proof: Lemma 1 illustrates that αP

i (lT) =
αP

0 (lT) + δP
i (lT) and α

Q
i (lT) = α

Q
0 (lT) + δ

Q
i (lT)

where |δP
i (lT)| ≤ (n/[λmin(L + Ā)2])(1/2)εP and

|δQ
i (lT)| ≤ (n/[λmin(L + Ā)2])(1/2)εQ for each i and l,

and thus (15) and (16) can be written as

αP
0 ((l + 1)T)

= αP
0 (lT) − K1

(

ϕ1

(

αP
0 (lT) + δP

1 (lT), . . . , αP
0 (lT) + δP

n (lT)

α
Q
0 (lT) + δ

Q
1 (lT), . . . , α

Q
0 (lT) + δQ

n (lT)
)

− Pref
)

(30)

α
Q
0 ((l + 1)T)

= α
Q
0 (lT) − K2

(

ϕ2

(

αP
0 (lT) + δP

1 (lT), . . . , αP
0 (lT) + δP

n (lT)

α
Q
0 (lT) + δ

Q
1 (lT), . . . , α

Q
0 (lT) + δQ

n (lT)
)

− V ref
)

. (31)

Consider the candidate Lyapunov function for the closed-loop
system (30) and (31) as

V2(lT) =
(

ϕ1(lT) − Pref
)2 +

(

ϕ2(lT) − V ref
)2

.

The difference of V1 with respect to time satisfies

�V2(lT) = V2((l + 1)T) − V2(lT)

= (ϕ1((l + 1)T) − ϕ1(lT))(ϕ1((l + 1)T) − ϕ1(lT)

+ 2
(

ϕ1(lT) − Pref
))

+ (ϕ2((l + 1)T) − ϕ2(lT))

·
(

ϕ2((l + 1)T) − ϕ2(lT) + 2
(

ϕ2(lT) − V ref
))

. (32)
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According to Property 1 and differential mean value theorem,
it gets

ϕ1((l + 1)T) − ϕ1(lT)

=
∑

i

M1,i
(

αP
0 ((l + 1)T) − αP

0 (lT)
)

+
∑

i

M1,i
(

δP
i ((l + 1)T) − δP

i (lT)
)

= −K1

(
∑

i

M1,i

)
(

ϕ1(lT) − Pref
)

+
∑

i

M1,i
(

δP
i ((l + 1)T) − δP

i (lT)
)

(33)

ϕ2((l + 1)T) − ϕ2(lT)

=
∑

i

M2,i

(

α
Q
0 ((l + 1)T) − α

Q
0 (lT)

)

+
∑

i

M2,i

(

δ
Q
i ((l + 1)T) − δ

Q
i (lT)

)

= −K2

(
∑

i

M2,i

)
(

ϕ2(lT) − V ref
)

+
∑

i

M2,i

(

δ
Q
i ((l + 1)T) − δ

Q
i (lT)

)

(34)

where the constants M1,i = (∂ϕ1/∂αP
i )|(αP

1 ,...,αP
n )=ξ1

and

M2,i = (∂ϕ2/∂α
Q
i )|

(α
Q
1 ,...,α

Q
n )=ξ2

with some constants ξ1, ξ2 ∈
[0, 1]n. Mentioned that |∑i M1,i(δ

P
i ((l + 1)T) − δP

i (lT))| ≤
2εP(

∑

i M1,i)(n/[λmin(L + Ā)2])(1/2) and |∑i M2,i(δ
Q
i ((l +

1)T) − δ
Q
i (lT))| ≤ 2εQ(

∑

i M2,i)(n/[λmin(L + Ā)2])(1/2).
According to LaSalle’s theorem, substituting (33) and (34)
into (32) yields that the trajectory of (30) and (31) converges
into the set S = {|ϕ1 − Pref| ≤ εP, |ϕ2 − V ref| ≤ εV} where
εP and εV are given in this theorem. This result together with
Lemma 1 concludes the proof.

Remark 4: The dynamical scenario of PV power regulation
can be depicted as follows. The power grid is operated at the
steady-state initially. When the disturbances such as load, sun-
light, or reference values fluctuations occur, the system state
will be deviated from the steady state. Then, the proposed PV
control laws (9)–(12) and (17)–(22) adjust the power utiliza-
tion ratios of PVs to stabilize the system. Mentioned that the
desired power utilization ratios are calculated based on the
deviations between the actual and reference values of power
and voltage in (9) and (10), respectively. According to the
definition of power utilization ratios, these variables are con-
strained in the range [0, 1]. This implies that the system can
not be stabilized by PV’s output power control when the
extreme disturbance occurs, since the extreme disturbances
(e.g., inappropriate reference value configuration) exceed the
limitation of PVs regulation capability.

Remark 5: The regulation of parameters εP and εQ can
influence the fluctuation range, triggering frequency, and
stabilization time. Decreasing these parameters can reduce
the fluctuation ranges εP, εV , εpr, and εqr according to
Theorem 1, which means the higher control accuracy.
However, it increases the settling time TP and TQ as shown
in (23) and (24), which will take more time for stabilization.

Moreover, it also increases the triggering frequency based
on (21) and (22), which potentially increases the communi-
cation burdens. On the other hand, Increasing these param-
eters has the opposite effects. In practical application, these
parameters should be chosen by trading between fluctuation
tolerant level, communication network bandwidth limitation,
and response time requirement.

Remark 6: The parameters constraints (1/Td) +
(εP/4βPTf ) < 1 and (1/Td) + (εQ/4βQTf ) < 1 in the-
orem means that the ratios (εP/βP) and (εQ/βQ) are related
to the frequency and duration of the global DoS attack. The
durable and dense global DoS attack implies small Td and
Tf as shown in Assumptions 1 and 2, and it further requires
small ratios (εP/βP) and (εQ/βQ), which can be realized by
decreasing the parameter εP and εQ. According to Remark 5,
this indicates that the settling time and triggering frequency
will be increased in order to resist the serious global DoS
attack with long duration and high frequency.

V. RESILIENT CONTROL FOR PVS UNDER

DISTRIBUTED DOS ATTACK

This section considers the case of the distributed DoS attack.
The distributed self-triggered resilient control inputs for PV i
is defined as

uP
i (t) =

n
∑

j=1

aiju
P
ij(t) + ai0uP

i0(t) (35)

uQ
i (t) =

n
∑

j=1

aiju
Q
ij (t) + ai0uQ

i0(t). (36)

Denoting the triggering time instant corresponding to auxiliary
controls uP

ij , uP
i0, uQ

ij , and uQ
i0 as tijk , ti0k , τ

ij
m, and τ i0

m , respectively,
construct the following control laws for t ∈ [lT, (l + 1)T):

uP
ij(t) =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

β̃P · signε̃P

(

αP
j

(

tijk

)

− αP
i (tijk )

)

if t ∈
[

tijk , tijk+1

)

∧ tijk ∈ Hij(0, t)

0, if t ∈
[

tijk , tijk+1

)

∧ tijk ∈ Aij(0, t)

(37)

uQ
ij (t) =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

β̃Q · signε̃Q

(

α
Q
j

(

τ
ij
m

)

− α
Q
i

(

τ
ij
m

))

if t ∈
[

τ
ij
m, τ

ij
m+1

)

∧ τ
ij
m ∈ Hij(0, t)

0, if t ∈
[

τ
ij
m, τ

ij
m+1

)

∧ τ
ij
m ∈ Aij(0, t)

(38)

uP
i0(t) =

⎧

⎨

⎩

β̃P · signε̃P

(

αP
0 ((l + 1)T) − αP

i

(

ti0k
))

if t ∈ [ti0k , ti0k+1

) ∧ ti0k ∈ Hi0(0, t)
0, if t ∈ [ti0k , ti0k+1

) ∧ ti0k ∈ Ai0(0, t)
(39)

uQ
i0(t) =

⎧

⎪⎨

⎪⎩

β̃Q · signε̃Q

(

α
Q
0 ((l + 1)T) − α

Q
i

(

τ i0
m

))

if t ∈ [τ i0
m , τ i0

m+1

) ∧ τ i0
m ∈ Hi0(0, t)

0, if t ∈ [τ i0
m , τ i0

m+1

) ∧ τ i0
m ∈ Ai0(0, t)

(40)

where β̃P, β̃Q, ε̃P, and ε̃Q are positive constants, Ai0(0, t)
denotes the set of the DoS attack time on the communi-
cation channel between PV i and the detection unit, and
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Hi0(0, t) = [0, t]\Ai0(0, t). The distributed self-triggered
mechanism is designed as

tijk+1 = tijk

+

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

max

{

ε̃P

2β̃P(|Ni|+|Nj|+ai0+aj0)
,

|αP
j (tijk )−αP

i (tijk )|
2β̃P(|Ni|+|Nj|+ai0+aj0)

}

if tijk ∈ Hij(0, t)
ε̃P

2β̃P(|Ni|+|Nj|+ai0+aj0)
, if tijk ∈ Aij(0, t)

(41)

τ
ij
m+1 = τ ij

m

+

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max

{

ε̃Q

2β̃Q(|Ni|+|Nj|+ai0+aj0)
,

∣
∣
∣α

Q
j

(

τ
ij
m

)

−α
Q
i

(

τ
ij
m

)∣
∣
∣

2β̃Q(|Ni|+|Nj|+ai0+aj0)

}

if τ
ij
m ∈ Hij(0, t)

ε̃Q

2β̃Q(|Ni|+|Nj|+ai0+aj0)
, if τ

ij
m ∈ Aij(0, t)

(42)

ti0k+1 = ti0k +

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

max

{

ε̃P

4β̃P(|Ni|+ai0)
,

∣
∣αP

0 ((l+1)T)−αP
i

(

ti0k
)∣
∣

4β̃P(|Ni|+ai0)

}

if ti0k ∈ Hi0(0, t)
ε̃P

4β̃P(|Ni|+ai0)
, if ti0k ∈ Ai0(0, t)

(43)

τ i0
m+1 = τ i0

m +

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max

{

ε̃Q

4β̃Q(|Ni|+ai0)
,

∣
∣
∣α

Q
0 ((l+1)T)−α

Q
i

(

τ i0
m
)
∣
∣
∣

4β̃Q(|Ni|+ai0)

}

if τ i0
m ∈ Hi0(0, t)

ε̃Q

4β̃Q(|Ni|+ai0)
, if τ i0

m ∈ Ai0(0, t).

(44)

Remark 7: In the control law (17)–(22) under the global
DoS attack, PV i requests all of the neighbors’ information
simultaneously at each triggering time instant. However, in the
resilient self-triggered control (35)–(44) under the distributed
DoS attack, PV i requests its neighbors’ information indepen-
dently at the corresponding triggering time instant tijk and τ

ij
m

for each j ∈ Ni. This implies that the control law (35)–(44)
is actually an edge-based algorithm, which is expected to be
more appropriate for the case of the distributed DoS attack.

Remark 8: The self-triggered mechanism (41)–(44) implies
that the intertrigger time intervals are lower bounded as tijk+1 −
tijk ≥ (ε̃P/4nβ̃P) and τ

ij
m+1 − τ

ij
m ≥ (ε̃Q/4nβ̃Q) on each edge

(i, j), which can exclude Zeno behavior.
Lemma 2: Set the parameters β̃P, β̃Q, ε̃P, and ε̃Q in

(35)–(44) as (1/Tij
d )+(ε̃P/[2β̃PTij

f (|Ni| + |Nj| + ai0 + aj0)]) <

1 and (1/Tij
d )+ (ε̃Q/[2β̃QTij

f (|Ni| + |Nj| + ai0 + aj0)]) < 1 for

each (i, j) ∈ E , and (1/Ti0
d ) + (ε̃P/[4β̃PTi0

f (|Ni| + ai0)]) < 1

and (1/Ti0
d ) + (ε̃Q/[4β̃QTi0

f (|Ni| + ai0)]) < 1 for each i with
ai0 = 1. In each time interval [lT, (l + 1)T), using the
distributed resilient control (35)–(40) with the self-triggered
mechanism (41)–(44) yields limt→(lT+T̃P) αP

i (t) = α̃P
i,l and

limt→(lT+T̃Q) α
Q
i (t) = α̃

Q
i,l if T > max{T̃P, T̃Q} where α̃P

i,l

and α̃
Q
i,l are some constants. Moreover, the tracking errors

|α̃P
i,l − α̃P

j,l| ≤ ε̃P, |α̃Q
i,l − α̃

Q
j,l| ≤ ε̃Q, |α̃P

i,l − αP
0 ((l + 1)T)| ≤

nε̃P and |α̃Q
i,l − α

Q
0 ((l + 1)T)| ≤ nε̃Q, and the settling

time

T̃P =
(

ε̃P

4β̃P(dmax + 1)
+ ε̃P

4dminβ̃P
+ �P

)
4n(dmax + 1)

ε̃2
P

T̃Q =
(

ε̃Q

4β̃Q(dmax + 1)
+ ε̃Q

4dminβ̃Q
+ �Q

)

4n(dmax + 1)

ε̃2
Q

where the constants

�P = max

⎧

⎪⎨

⎪⎩

max
(i,j)∈E

⎧

⎪⎨

⎪⎩

κ ij + (ηij + 1
)

ε̃P

2β̃P(|Ni|+|Nj|+ai0+aj0)

1 − 1
Tij

d

− ε̃P

2β̃PTij
f (|Ni|+|Nj|+ai0+aj0)

⎫

⎪⎬

⎪⎭

max
i:ai0=1

⎧

⎪⎨

⎪⎩

κ i0 + (ηi0 + 1
)

ε̃P

4β̃P(|Ni|+ai0)

1 − 1
Ti0

d
− ε̃P

4β̃PTi0
f (|Ni|+ai0)

⎫

⎪⎬

⎪⎭

⎫

⎪⎬

⎪⎭

�Q = max

⎧

⎪⎨

⎪⎩

max
(i,j)∈E

⎧

⎪⎨

⎪⎩

κ ij + (ηij + 1
) ε̃Q

2β̃Q(|Ni|+|Nj|+ai0+aj0)

1 − 1
Tij

d

− ε̃Q

2β̃QTij
f (|Ni|+|Nj|+ai0+aj0)

⎫

⎪⎬

⎪⎭

max
i:ai0=1

⎧

⎪⎨

⎪⎩

κ i0 + (ηi0 + 1)
ε̃Q

4β̃Q(|Ni|+ai0)

1 − 1
Ti0

d
− ε̃Q

4β̃QTi0
f (|Ni|+ai0)

⎫

⎪⎬

⎪⎭

⎫

⎪⎬

⎪⎭

.

Proof: The proof is similar with that of Lemma 1 and it is
explained briefly here. Without loss of generality, the following
proof considers the system dynamic in time interval [lT, (l +
1)T) with l = 0. Construct the candidate Lyapunov function
V3 = (1/2)(eP)TeP. Since |(eP

j (t)−eP
i (t))−(eP

j (tijk )−eP
i (tijk ))| ≤

∫ t
tijk
(|(d/dt)αP

j (s)| + |(d/dt)αP
i (s)|)ds ≤ β̃P(|Ni| + |Nj| + ai0 +

aj0)(t − tijk ), we have sign(eP
j (t) − eP

i (t)) = signε̃P
(eP

j (tijk ) −
eP

i (tijk )) and |eP
j (t) − eP

i (t)| ≥ (1/2)|eP
j (tijk ) − eP

i (tijk )| for t ∈
[tijk , tijk+1) if the edge (i, j) ∈ E∩S3∩S4 according to the similar
analysis shown in the proof of Lemma 1, where the sets S3 =
{(i, j) : |eP

j (tijk )−eP
i (tijk )| > ε̃P} and S4 = {(i, j) : tijk ∈ Hij(0, t)}.

Moreover, it gets sign(eP
i (t)) = signε̃P

(eP
i (ti0k )) and |eP

i (t)| ≥
(3/4)|eP

i (ti0k )| for t ∈ [ti0k , ti0k+1) if ai0 = 1 and i ∈ S5∩S6 where
the sets S5 = {i : ti0k ∈ Hi0(0, t)} and S6 = {i : |eP

i (ti0k )| > ε̃P}.
Let tijk = max{tijs : tijs ≤ t} for j = 0, 1, . . . , n, the above results
indicate that the derivation of V3 with respect to time along
the solution of the closed-loop system satisfies

d

dt
V3 = −β̃P

∑

(i,j)∈E∩S3∩S4

(

eP
j (t) − eP

i (t)
)

· signε̃P

(

eP
j

(

tijk

)

− eP
i

(

tijk

))

− β̃P

∑

i∈S5∩S6

ai0
(

eP
i (t)
) · signε̃P

(

eP
i

(

ti0k

))

≤ − β̃P

2

∑

(i,j)∈E∩S3∩S4

∣
∣
∣eP

j

(

tijk

)

− eP
i

(

tijk

)∣
∣
∣

− 3β̃P

4

∑

i∈S5∩S6

ai0

∣
∣
∣eP

i

(

ti0k

)∣
∣
∣

≤ − β̃P

2

∑

(i,j)∈E∩S3∩S4

ε̃P − 3β̃P

4

∑

i∈S5∩S6

ai0ε̃P. (45)

Formula (45) implies that there exists a fixed time instant t̃∗P
such that (E ∩ S3 ∩ S4) = (S5 ∩ S6) = ∅, αP

i (t) = α̃P
i,l, and

uP
ij(t) = uP

i0(t) = 0 for any i, j and t > t̃∗P.
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Constructing the time intervals H̄ij(τ, t) = [τ, t]\Āij(τ, t)
and H̄i0(τ, t) = [τ, t]\Āi0(τ, t) where Āij(τ, t) =
⋃

k∈Z≥0
[hij

k , hij
k + τ

ij
k + (ε̃P/[2β̃P(|Ni| + |Nj| + ai0 + aj0)])) ∩

[τ, t] and Āi0(τ, t) = ⋃

k∈Z≥0
[hi0

k , hi0
k + τ i0

k +
(ε̃P/[4β̃P(|Ni| + ai0)])) ∩ [τ, t], the parameters constraints
(1/Tij

d ) + (ε̃P/[2β̃PTij
f (|Ni| + |Nj| + ai0 + aj0)]) < 1 and

(1/Ti0
d ) + (ε̃P/[4β̃PTi0

f (|Ni| + ai0)]) < 1 lead that there exists
some time instant t̃∗∗

P such that each of the PVs acquires
all of its neighbors’ information successfully at least one
time in the interval [t̃∗P, t̃∗∗

P ) since |H̄ij(t̃∗P, t̃∗∗
P )| > 0 and

|H̄i0(t̃∗P, t̃∗∗
P )| > 0. This further implies that the tracking error

satisfies |α̃P
i,l − α̃P

j,l| ≤ ε̃P and |α̃P
i,l − αP

0 ((l + 1)T)| ≤ nε̃P for
all i, j ∈ V . The settling time T̃P estimation method is very
similar to that in the proof of Lemma 1 and we omit it here.
The result about reactive power utilization ratio control can
be proved by the above method.

Based on Lemma 2, the main result in this section can be
obtained in the following theorem. The proof is very similar
with that in Theorem 1 and is omitted here.

Theorem 2: Considering the case of the distributed DoS
attack, control objectives 1 and 2 can be achieved under the
desired utilization ratio control (9) and (10) and the distributed
resilient self-triggered control (11) and (12) with (35)–(44) by
setting the parameters as those in Lemma 2, the fluctuation
ranges in (7) and (8) satisfy

εP = 4nε̃P

K1
(

2 − K1
∑

i M̃1,i
)

+
2nε̃Q

√
∑

i M̃2,i
√

K1K2
(∑

i M̃1,i
)(

2 − K1
∑

i M̃1,i
)(

2 − K2
∑

i M̃2,i
)

εV = 4nε̃Q

K2
(

2 − K2
∑

i M̃2,i
)

+
2nε̃P

√
∑

i M̃1,i
√

K1K2
(∑

i M̃2,i
)(

2 − K1
∑

i M̃1,i
)(

2 − K2
∑

i M̃2,i
)

εpr = ε̃P, and εqr = ε̃Q with some positive constants M̃1,i

and M̃2,i.
Remark 9: Similar to the analysis in Remarks 5 and 6,

decreasing the parameters ε̃P and ε̃Q in (35)–(44) reduces
the fluctuation ranges εP, εV , εpr, and εqr to make a higher
control accuracy. However, it increases the communication
burdens and makes a longer stabilization time, and vice versa.
Moreover, the worse the distributed DoS attack is, the smaller
ratios (ε̃P/β̃P) and (ε̃Q/β̃Q) should be selected.

VI. SIMULATION

The effectiveness of the proposed control strategy is verified
by the radial network with five PVs shown in Fig. 1. The red
dashed lines denote the communication network connecting
the controller of PVs and detection unit. The parameters of
the test system are presented as follows.

1) The voltage at primary and secondary sides of trans-
former are 10 and 380 V, respectively.

2) The maximum of every PV is 10 kW + j10kVar.

TABLE I
LOAD INFORMATION

Fig. 1. Test System with multiple PVs.

Fig. 2. Global DoS attack mode.

3) The reference values of active power flow across certain
transmission line and voltage at a critical bus are set as
Pref = 15 kW and V ref = 311 V.

4) The impedance of each segment of transmission line is
Zi = 0.188 + j0.127 � for i = 1, 2, . . . , 8.

5) The spot loads are given in Table I.
Mentioned that the communication network between the

PVs and detection unit is connected and suffers from the DoS
attack. PV 2 and PV 5 can receive the information of desired
utilization ratios αP

0 and α
Q
0 from the detection unit. Each of

the PVs outputs its maximal active power 10 kW and minimal
reactive power 0Var at the initial stage, and then the proposed
distributed resilient self-triggered control is activated at 0.8 s
to regulate the power output of PVs. The expected disturbance
is that load L7 is connected to the power system at 20 s, which
increases the total active and reactive power demands by 5 kW
and 5 kVar, respectively.

A. System Response Under Global DoS Attack

This section considers the case of the global DoS attack
where the attack signal and its dwell time are shown in Fig. 2.
The value 1 at the ordinate means that all the communication
channels are jammed caused by the global DoS attack and
the value 0 implies that all the channels are unobstructed. The
global DoS attack is turned on and off 35 times during the time
interval [0, 40] s, and the starting time and duration of each
attack are generated randomly with the maximal duration 0.6 s.
The average duty cycle of the global DoS attack is 22.1%.

The simulation results are given in Figs. 4 and 5 by
setting the parameters in the resilient control strategy (9)–(12)
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Fig. 3. Distributed DoS attack mode.

(a)

(b)

Fig. 4. Evolution of PVs’ utilization ratios under the global DoS attack
about: (a) active power output and (b) reactive power output.

and (17)–(22) as εP = εQ = 0.005, βP = βQ = 0.2,
K1 = 0.003, K2 = 0.001, and T = 0.08 s. Fig. 4 illustrates that
the detection unit updates the desired utilization ratios every T
units of time, and the active and reactive power output ratios
of each PV track their desired values within an allowable devi-
ation ranges. This demonstrates that the fair utilization of PVs
can be realized under the proposed control method. Moreover,
it can be seen that the power output of PVs keeps constant
during the DoS attack intervals. Fig. 5 shows that the active
power flow and voltage of the critical bus can be restored to
their reference values at the initial stage and the load fluctua-
tion time. The simulation results verify the effectiveness of the
resilient control method of PV under the global DoS attack in
achieving the control objectives given in Section II.

B. System Response Under Distributed DoS Attack

The case of the distributed DoS attack is considered in this
section, and the attack signals and dwell time are shown in

(a)

(b)

Fig. 5. Evolution under the global DoS attack about: (a) active power across
the concerned line and (b) voltage of the critical bus.

TABLE II
DOS AVERAGE DUTY CYCLE OVER COMMUNICATION CHANNELS

Fig. 3, where DoS attack affects each of the communication
channels independently and the average duty cycle is given as
Table II. For each channel, the total number of the DoS attack
is 30 and the starting time and duration are random. Setting the
parameters in control law (9)–(12) and (35)–(44) as ε̃P = ε̃Q =
0.005, β̃P = β̃Q = 0.4, K1 = 0.003, K2 = 0.002 and T =
0.08 s, Figs. 6 and 7 illustrate the ability of proposed resilient
control method in reaching control objectives 1 and 2 under
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(a)

(b)

Fig. 6. Evolution of PVs’ utilization ratios under the distributed DoS attack
about: (a) active power output and (b) reactive power output.

(a)

(b)

Fig. 7. Evolution under the distributed DoS attack about: (a) active power
across the concerned line and (b) voltage of the critical bus.

the distributed DoS attack. Compared with the results shown
in Figs. 4 and 5 under the global DoS attack, the stabilization
time is lengthened and the overshoot occurs in the case of the
distributed DoS attack given in Figs. 6 and 7. Compared with
the case of the global DoS attack, it seems from the simulation
results that more control performance should be sacrificed to
resist the distributed DoS attack.

VII. CONCLUSION

This article has investigated the distributed resilient coop-
erative control for multiple PVs in distribution network under
two types of the DoS attack, where the global DoS attack
jams all the communication channels and the distributed one
jams each of the channels independently. It aims to realize
the fair utilization of all PVs, and restore the active power
flow across certain transmission line and the voltage of the
critical bus to their reference values, respectively. Moreover,
the self-triggered mechanism is introduced to reduce the com-
munication burdens. The theoretical analysis explains that the
control task can be fulfilled overcoming the DoS attack influ-
ence and limitation of communication resource. Furthermore,
the impacts of DoS attack duration and frequency on the sta-
bilization time and triggering frequency are characterized. The
simulation result is provided to verify the effectiveness of the
theoretical method. Our future research topics focus on the
other types of cyber-attack in the distributed control of PVs,
such as replay attack, false data injection attack, and the attack
with stealthy characteristic.
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